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Abstract: In the notation of the Chinese musical instrument Gugin, the symbols indicating the posture of

the fingers and how to play are written in Chinese-like characters —Jianzu Pu. It is very difficult to understand

and use the Gugin musical notation in the Jiazu Pu for the nowadays players. In this research, deep learning

is proposed to recognize Gugin notation automatically. Firstly, a database of single Jianzu Pu was made with

multiple handwriting images and augment data. Secondly, to increase the accuracy of classification, multiple

machine learning models such as VGG16, SVM, and a combination of VGG16 and SVM proposed in our

previous work were adopted. Thirdly, the comparison experiments were performed using 1,500 images which

in 15 kinds of patterns of single Jianzu Pu. The accuracies of test data (unknown) were 63.1%, 85.07%, and
88.33% given by SVM, VGG16, and VGG16+SVM, respectively. VGG+SVM model reached 99.11%

training accuracy after 40 training times.
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1. Introduction

Along with the flow of the times, there is a current

situation that many histories and cultures have been lost.

One of the threatened traditional cultures is a musical
instrument called “Guqin" (Figure 1), though Gugin
ranks the first among the four arts of traditional Chinese
culture, i.e., “Gugin (Chinese harp), Go (Chinse chess),
calligraphy, and Chinese painting”, and was invented
before 2,500 years ago in China [1]-[3].

The Gugin music notations were written in the
glyph and characters, recording the movement of
fingers, string sequences, and timbre of the Gugin
performance in the early time. Since the ancient
notation was difficult to be understood and used by the
normal players, it was simplified in the Tang dynasty

(A.D. 618-907) as “Jianzi Pu”, which means “character
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reduced notation” (Figure 2). As a special notation for
Gugin music, Jianzi Pu converts the letters of the
character staff into symbols, combines the symbols with
"reduced characters", and records fingering movements
and string numbers to be plucked. Meanwhile, Jianzi Pu
does not describe the tempo of the piece, although it
describes how to use the fingers and the dynamics to
play a melody. As a result, the performer needs to grasp
the intention of the piece, imagine various scenes and
emotions, and perform it with his/her own rhythm.
Deciphering the reduced-letter notation and determining
how to play each Gugin piece is technically called “Da
Pu" [1]. However, although there are more than 600
musical scores for the Gugin produced in thousands of
years, it is said that only about 100 of them are able to
be typed and are often performed, due to the difficulty
and hugeness of the reduced-letter notation

understanding.
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Figure 1 Two Gugins [2]
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Figure 2 A character of Jianzi Pu (Gugin notation)

Research on  automatic  transcription  of

reduced-letter notation (Jianzi Pu) began at the same
time as handwritten character recognition [4]-[6]. In
recent years, a research group at the Central

Conservatory of Music (Beijing, China) has been

conducting  research  on  reduced-letter  score
identification using deep learning, but the results have
yet to be announced as we know. On the other hand,
there are several successful examples of handwritten
character recognition using deep learning such as in [7].
However, different from the study of handwritten
character recognition by artificial intelligence methods,
the original data of Jianzi Pu are difficult to be collected
and annotated without the contribution of the specialists
of Gugin musicians.

In this study, we created a dataset of one Gugin
music “Sen-O-So” written by Jianzi Pu at first, then we
proposed multiple machine learning methods to
recognize the notation automatically. The dataset was
composed by the images of the original single
characters of Jianzi Pu and the images of augmentation
yielded by image processing such as rotation, size
enlargement, size reduction, inversion and filtering. The
machine learning methods used in this study were a
well-known deep learning model VGG16, a classic
classifier SVM (support vector machine), and a
combination of VGG16 and SVM proposed in our

previous work [10]-[12]. training accuracy
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Figure 3 A recognition system for Gugin music proposed in this study
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The comparison experiments were performed using
1,500 images which included 15 kinds of patterns of
single Jianzu Pu appearing in the Gugin music of
Sen-0-So. The average accuracies of test data (unknown
data) were 63.1%, 85.07%, and 88.33% given by SVM,
VGG16, and VGG16+SVM, respectively. Specially, to
the training data, VGG+SVM model reached 99.11%

training accuracy after 40 training times.

2. A Recognition System for Gugin Notation
In this research, we constructed a database of single
characters of Gugin music Sen-O-So (details are
described in Section 2.1 and Section 3.1) and proposed a
recognition system for Gugin notation (see Figure 3).

2.1 Single character segmentation

The single characters in Jianzi Pu images are obtained by
the processing of an automatic segmentation as shown in
Figure 4. The original Gugin notations (handwritten or
typographic style) captured by camera were binarized at
first, then histogram equalization and horizontal/vertical
projection filtering were performed to segment (extract)

the single characters (Figure 5).

Single Character

. Ry Histogram Horizontal Projection
Binarization Equalization —>!{ Vertical Projection [

Figure 4 A processing of segmentation for single characters
Augment of single-character image data was
executed by image processing such as rotation, inversion,
enlargement (zoom-in), and reduction (zoom-out). Some
examples of the single character augment results are
shown in Figure 6.
2.2 Machine learning models
Support vector machine (SVM) [8], deep convolutional
neural network VGG16 [9], and a hybrid model VGG16
with SVM, which introduces SVM instead of fully
connected layer of VGG16 [10] — [12], are adopted to the

Gugin notation recognition system (Figure 3).

AL 7

5612356

By wY Ry 8y

##¢ 3 lc ¢ ~leasslec~|

3
EYEL R E4EL £
£22315 5 ~l212213 5~

EEES R EnE 2
AerLlaa~lzas |

=

EFE B 55 L%
$8¢ 16~ 1723166~
%7 &5 %‘éfﬁ&%ﬁ‘—%
6§ s|s5~|aésass

(@) An original image of Gugin notation “Sen-O-So0”

o
] % %
18jpg 19jeg 20jpg
A 4
& £ B
21jpg 2jpg Bjpg
% - S
% H ps
2%4jpg 25jpg 2%6jpg
g -
24 7 e
21jpg 28jpg 2jpg
A fa—
5 % =
30jpg 31jeg 32jpg
A
= = =

3jpg 34jpg 3jpg

(b) Segmentation results of single characters

Figure 5 Single character segmentation of Jianzi Pu
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Figure 6 Single character augment of Jianzi Pu

18




B. Yang, S. Kuremoto, M. Koshiba, S. Mabu, H. Hieda, T. Kuremoto:

A Gugin Notation Recognition System using Machine Learning Methods

SVM is a classic supervised learning method and
powerful for the pattern recognition of high-dimensional
data.VGG16 is a famous deep learning model in the 3rd
Al boom. It consists of 16 layers of convolutional neural
network (CNN) and three layers of fully connected layers.
In our previous works, a hybrid deep learning model
VGG16 with SVM was proposed by a fine-tuned VGG16
and a SVM which replaces the fully connected layers of
the VGGL16. In other words, it is a kind of SVM using the
features of input data, i.e., the output of max-pooling
layer of VGGL16, as its input elements. After the training
of the hybrid model, it is often performed better than a
single SVM or the original VGG16 in the high
dimensional classification problems.

Figure 7 shows the configuration of the hybrid
VGG16 with SVM model used in this study. The
construction of the model is given in two stages. In the
first half, VGG16 is trained (fine-tune) to extract the
features of the input image. In the second half, the part of
the fully connected layers (FC layers) of VGG16 are
replaced by SVM, and the whole model is trained again
(fine-tuning again). Finally, the test data which are not
used in the training process are utilized to verify the
performance of the hybrid model VGG16 with SVM.
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Figure 7 A hybrid deep learning model VGG16 with SVM

3. Experiment and Results

To verify the effectiveness of the proposed system, a

simple Gugin notation “Sen-O-So” (see Figure 5 (a))

were used in the recognition experiment. As the first trial,
we created a database with the first two lines of Sen-O-So,
and the recognition accuracies of different machine
learning models described in the Section 2 were

compared by the experiment results.

3.1 Experiment preparation and setup

We collected 31 handwritten versions of “Sen-O-S0” (“fili
45 in Chinese and Japanese) Gugqin notation from the
Internet. Using the first two lines of Sen-O-So, single
character of Jianzi Pu extraction processing was
performed (Figures 4 & 5). As the result, 15 patterns of
single character images (image size: 100x128) were
obtained. By performing data augmentation on these
single character images, i.e., rotation, reversion, size
enlarge (zoom in), size reduction (zoom out), filtering to
the original images of single characters, 1,500 sample
images in the 15 classes were obtained as the training
samples and test samples of the system as shown in
Figure 6.

The original VGG16 model was trained by
ImageNet, a database of 14 million sheets and 20,000
types of images [9]. In this study, fine-tuning of VGG16
was performed using the single character images of
“Sen-O-So”. SVM used here was a one-versus-the-rest
model for multi-class classification. The number of input
dimensions to the SVM was 12,800 according to the
single character image size (100x128). In the case of
VGG16 with SVM model, the number of the output of
max pooling layer of VGG16 was 4,096, and it was the
number of input dimensionality to the SVM part of the
hybrid model.

In the single character recognition experiments,
1,200 training data and 300 test data were randomly
selected from 1,500 sample images.

3.2 Experimental result
Table 1 shows the classification accuracies of the

different models in training process (Acc (%)) and
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validation process, i.e., the optimized model’s
performance to the unknown data (Val_acc (%)) after 40
training times (epochs). The classification accuracies of
the hybrid model VGG16 with SVM in boldface type in
Table, marked 99.11% to training data and 88.33% to
validation (unknown) data, these were higher than the
accuracies by other models. On the other hand, the
training time of SVM was 8.53 seconds, which was the

shortest among three models (Table 1).

Table 1 Accuracies and training time of different models

SVM VGG16 VGG16+SVM
Val_acc (%) 63.16 85.07 88.33
Acc (%) - 94.33 99.11
Training time 8.53 sec 12.32 min 12.08 min

3.3 Analysis of learning performance

The learning performance of the original VGG16 and the
hybrid model VGG16 with SVM was shown in Figure 8
and Figure 9, respectively. The comparison of them was
depicted in Figure 10. It was confirmed that the
convergence of VGG16 with SVM was faster than that of
VGG16.
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Figure 8 Learning performance of VGG16
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Figure 9 Learning performance of the hybrid model VGG16
with SVM

Total

Figure 10 Comparison of learning performances between

VGG16 and the hybrid model VGG16 with SVM

train Loss: 1.6148 Acc: 0.9978
validation Loss: 161.5647 Acc: 0.8900
Epoch 1998/1394

train Loss: 0.0506 fco: 0.9988
validation Loss: 169.7188 fcc: 0.8900
Epoch 1999/1434

train Loss: 0.7612 #deco: 0.9985
validation Loss: 170.2829 Acc: 0.8867
Training complete in 126m 28s

Best wal fcc: 0.920000

Figure 11 Experiment results of VGG16 with SVM model after

2,000 training times (epochs)

In fact, when the training time of VGG16 with SVM
reached at 2000 times (epochs), the recognition accuracy
of 15 classes single characters marked 99.89%, and the

validation accuracy “Val_acc” also increased to 88.67%
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(Figure 11). The training process consumed more than
two hours (126m 28s) in the case of a computer of us
(Intel Core i-5, 6 cores, 2.60GHz, GeForce GTX1650,
16GB memory).

4. Output of the Staff Notation

After the single characters of Jianzi Pu were
recognized we tried to output the recognition result as a
stave and audio form. Single characters of Jianzi Pu were
matched to staff notations as same as shown in Figure 5
() and staff notations were transformed to an audio file
by a free software the music21 [13]. An example of the

output of the staff notation and audio form is shown in

Figure 12.

bwv65.2.mx1

Figure 12 The output of the staff notation system

5. Conclusions

To recognize the Gugin notation “Jianzi Pu”, a system
with machine learning models including SVM, VGGL16,
and a hybrid model VGG16 + SVM was developed in this
study. Recognition accuracies to the single character of a
Jianzu Pu “Sen-O-So” showed the priority of the hybrid
model VGG16 with SVM comparing to the former two
classifiers. To realize the restoration of Gugin music, the
system combined the recognition results of single
characters of Jianzi Pu with staff notations and

transformed them to audio data.
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